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CATARACT CLASSIFICATION
USING MOBILENETV2-BASED MODEL

Khanh-Duy Nguyen1,4∗, Thai-Son Nguyen2, Min-Te Sun3

Abstract – Cataract occurs when the lens of
the eyes, normally transparent, becomes cloudy.
Clouded vision resulting from cataracts can pose
challenges in activities such as reading, night-
time driving, and discerning facial expressions
of acquaintances. Ensuring quality of vision now
requires early detection of cataracts. This study
aims to create a deep-learning classification sys-
tem capable of distinguishing between healthy
eyes and those affected by cataracts. To achieve
this, modifications such as skip connections and
channel-wise attention have been integrated into
the pre-trained MobileNetV2 model to formulate
the proposed model. Furthermore, augmentation
technique and unsharp masking filter are imple-
mented in the pre-processing dataset to augment
the image count and improve image quality. The
findings indicate that the model achieved an
accuracy rate of 98,80% for ODIR-2019 in 2
categories: cataract and normal.

Keywords: cataract classification, channel-
wise attention, mobileNetV2, skip connection.

I. INTRODUCTION

Cataract is an eye disease that develops when
fluid accumulates in the lens of the eye, leading
to blurred vision [1]. Cataracts represent the pre-
vailing treatable cause of acquired blindness on a
global scale [2]. The National Eye Institute (NEI)
reports that approximately 24.4 million Ameri-
cans aged 40 and older are affected by cataracts
[3]. Cataracts can be caused by various factors,
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such as exposure to sunlight and other ultraviolet
radiation sources, diabetes, excessive smoking
or drinking, obesity, genetic predisposition, prior
eye surgeries, eye trauma, and prolonged use
of corticosteroid medications [1]. Indicators of
cataracts include blurred vision, difficulty seeing
clearly, frequent alterations in lens prescription,
distorted colors, double vision, and heightened
sensitivity to glare.

Fig. 1: Cataract classification

Figure 1 illustrates a comparison between a
healthy eye and one afflicted with cataracts [4].
Figure 1 (a) shows the normal eye in which
the tiny blood vessels can be seen very clearly.
Figure 1 (b) and Figure 1 (c) show the mild and
moderate stages where blood vessels can be seen.
Figure 1(d) displays the severe stage of cataract
because the blood vessels are invisible.

Detecting cataracts in their early stages can
avoid several consequences, such as blindness
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[5]. This manual process requires clinical skills
and experience from ophthalmologists. In partic-
ular, cataract classification refers to recognizing
highly complex blood vessel system. Therefore,
there is a need for techniques that could easily
diagnose cataract. In this study, an attempt is
made to handle this issue by building a deep-
learning model to help classify cataracts. In this
work, a deep learning model was introduced,
designed by incorporating skip connection and
channel-wise attention using the MobileNetV2
model. The MobileNetV2 model was pre-trained
by the ImageNet dataset.

The contributions of the article are presented
as follows:

- The categorization of images that depict nor-
mal and cataract-afflicted eyes is accomplished
through the utilization of a deep-learning frame-
work trained on ImageNet datasets.

- The deep-learning model utilizing Mo-
bileNetV2 is crafted to integrate skip connections
and channel-wise attention blocks, resulting in
superior performance when compared to the orig-
inal pre-trained MobileNetV2.

The rest of this study is structured as follows.
In Section II, a review of the literature is pre-
sented. The technical details are given in Section
III. Section IV depicts the dataset, evaluation
metrics, and experimental setup. The results are
analyzed in Section V. Finally, Section VI pro-
vides the conclusion.

II. LITERATURE REVIEW

Research on cataracts has been ongoing for
many years. Studies investigate the implementa-
tion of machine learning into cataract classifica-
tion. Fan et al. [6] first proposed using principal
component analysis (PCA) to reduce the dimen-
sionality of the input dataset. Subsequently, they
employ two distinct methods, namely wavelet fea-
ture extraction and the sketch method, to extract
image features. The researchers then opted for
support vector machines (SVM), bagging, ran-
dom forest, and gradient-boosted decision trees to
classify 455 fundus images. The findings indicate
that the highest accuracy, reaching 84.77%, can

be achieved using the sketch feature with SVM.
Dong et al. [7] select a range of comprehensive
pre-processing techniques, including the maxi-
mum entropy contrast, the Krisch template filter,
and the adaptive weighted median filter. Sub-
sequently, they employ SVM for classification,
achieving an accuracy of 94.91% using wavelet
features.

The rise of deep learning has led to increased
popularity of neural network models for cate-
gorizing cataracts. The research carried out by
Kaur et al. [8] employs the ResNet-18 model
to categorize images of eye illness into four
distinct groups. Their study employed a dataset
containing 4,217 photographs and attained an
accuracy rate of 94%. The approach of Zhang et
al. [9] propose employing the deep convolutional
neural network for cataract detection, achieving
a detection accuracy of 93.52%. Neural networks
are increasingly becoming deeper, and there is a
growing trend towards utilizing pre-trained mod-
els in computer vision tasks. Singh et al. [10]
introduce a pre-trained visual geometry group
(VGG) 16 model designed to detect cataract
disease, achieving an accuracy rate of 96.10%.
Also, the study of Funde et al. [5] applies the
VGG19 model to detect cataracts.

III. RESEARCH METHODS

A. Preprocessing data

Data augmentation Data augmentation has be-
come a necessary part of the successful applica-
tion of deep learning models on image data to
improve the sufficiency and diversity of training
data [11]. In this research, the data shortage was
overcome by employing geometric image aug-
mentation, as discussed in the study of Awaluddin
et al. [12] and Maharana et al. [13]. New trans-
formed images are obtained from the original im-
ages using Keras ImageDataGenerator, developed
as part of ‘keras.preprocessing.image’ module
and provided many parameters to augment the
data. The study set seven parameters in Image-
DataGenerator, in particular:

- Rotation range = 20: The images can be
rotated by up to 20 degrees.
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- Width shift range = 0.01: The images can be
shifted horizontally up to 1% of their total.

- Height shift range: The images can be verti-
cally shifted up to 1% of their total height.

- Horizontal flip: The images can be randomly
flipped horizontally.

- Vertical flip: The images can be randomly
flipped vertically.

- Shear range = 0.1: The images can be shared
by up to 1%.

- Zoom range = 0.1: The images can be
zoomed in or out by up to 1%.

Fig. 2: Augmentation images

Figure 2 shows that creating five distinct im-
ages from each single original image has resulted
in a five-fold increase in the number of images
within the input dataset.

Unsharp masking filter
The unsharp masking filter (UMF) improves

image contrast by adding a version of the image
that highlights edges to the original input [14].
Let a color input image be given as I(i,j), where
(i,j) is the pixel position of the image. The main
idea is that the original image takes away the
blurred version to obtain the detailed part [15].
In this paper, the Gaussian smoothing filter is
employed to seek blurred images. The UMF can
be calculated as Formula (1).

Where:
UMF (x,y): The output image at position (x,

y)
I (x,y): The original image at position (x, y)
K (i,j): The Gaussian kernel at position (i, j)

Fig. 3: Sharpening images

Figure 3 illustrates the outcomes of image post-
application of an unsharp masking filter. The
output image clearly reveals retinal blood vessels,
including veins and arteries, along with the optic
nerve and macula, which are also notably dis-
cernible. This enhancement has potential benefits
for advancing the learning trajectory of deep
learning models.

B. Global pooling block

Global pooling blocks take the multidimen-
sional feature map and convert it to a one-
dimensional feature vector using global pooling
[16]. Global pooling layer transforms (H x W
x C) feature map to (1 x 1 x C) where (H x
W) is the input image size and C is the channel.
There are two kinds of global pooling: global
max pooling (GMP) and global average pooling
(GAP). In this study, GAP was utilized. Figure 4
illustrates an example of global average pooling.

Fig. 4: Global average pooling
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Let z be the feature map, for each channel C,
the GPA operation can be represented as Formula
(2).

Where H and W are the height and width of the
feature map, and xi jC is the value of the C-th
channel at location (i,j).

C. Long skip connection

The revolution of the convolutional neural net-
work (CNN), especially, the deep convolutional
neural network which has many layers depicted
exemplary performance in computer vision and
image processing [17]. When the network be-
comes deeper and starts converging, adding more
layers leads the deep learning model to a higher
training error and causes over-fitting, known as
the degradation problem [18]. In Shafiq et al.
[18], skip connections, particularly in the context
of residual networks (ResNet) and similar archi-
tectures, were added to the deep learning model
to help mitigate the degradation problem.

Skip connections are links that bypass one or
more layers in a CNN and connect the output of
an earlier layer to the input of a later layer. By
using this method, performance degradation due
to too many stacked convolution structures can
be avoided, and such a quick connection mecha-
nism can perform identity mapping in multi-layer
structures.

Where x and y are the input and output vectors.

D. Channel-wise attention

Channel-wise attention is a technique used in
neural networks to enhance model performance
by focusing on the most informative features
across the channel dimension of the input data.
To fully capture channel dependencies with the

channel- wise descriptor, a simple gating mech-
anism can be applied. With zC as global infor-
mation of input x at C-th channel from Formula
(2), the simple gating mechanism with sigmoid
function is calculated by Hu et al. [19].

where δ refers to the rectified linear unit (ReLU)
activation function as Formula (5).

And σ refers to the sigmoid activation function
as Formula (6).

The final output of the channel-wise attention
block is [19] as Formula (7).

E. MobileNetV2 Model

MobileNet, a CNN architecture introduced by
Howard et al. [20], addresses the challenge of
high computing demands. Crafted with con-
strained resources in mind, it achieves optimal
accuracy levels [21]. MobileNet employs depth-
wise separable convolutions to create compact
deep convolutional neural network, making it
a proficient choice for mobile and embedded
vision tasks [20]. The Inception models later
employed depthwise separable convolutions to
lower computational expenses [22]. There are
two parts in depthwise separable convolution:
depthwise convolution and pointwise convolu-
tion. The depthwise convolution refers to con-
volution, in this context, pertaining to operations
that remain within individual channels, thereby
implying that each channel within the feature map
utilizes its own convolution kernel exclusively for
processing [20]. The calculation of the depthwise

42



Khanh-Duy Nguyen, Thai-Son Nguyen, Min-Te Sun TECHNOLOGICAL – ENVIRONMENTAL SCIENCES

convolution proposed by Howard et al. [20] is
presented as Formula (8).

where K refers to the convolution kernel, and
F refers to the feature map. Although depthwise
convolution is very efficient, it cannot create new
features [20]. It is necessary to combine the out-
put of depthwise convolution through 1 x 1 con-
volution (pointwise). Figure 5 illustrates the Mo-
bileNet architecture. MobileNetV2, developed by

Fig. 5: MobileNet architecture

Sandler et al. [23], builds upon this by intro-
ducing inverted residuals and linear bottlenecks,
providing improved performance and efficiency.
Figure 6 shows the MobileNetV2 architecture.
There are a few differences in the structure
of depthwise separable convolution. One other
pointwise convolution was added. Additionally,
the residual connection which gives the architec-
ture a better accuracy compared to non-residual
architecture is incorporated. The MobileNetV2

Fig. 6: MobileNetV2 architecture

was selected as the backbone model for this study
due to its simple structure, which facilitates rapid
training.

F. Proposal system

The proposal system is depicted in Figure 7.
After loading a dataset (sized 244 x 244 x 3),
images are enhanced by applying a UMF to
sharpen their details. The original dataset con-
tains 594 cataract images and 500 normal im-
ages. Through augmentation, the dataset expands
to include 5,440 images for both cataract and
normal categories. These augmented images are
then scaled by dividing each pixel value by 255.
Subsequently, the dataset is divided into training
and testing sets. Within the training set, images
are further divided into training data (3,481 im-
ages sized 244 x 244 x 3) and validation data (871
images sized 244 x 244 x 3), while the test data
consists of 1,088 images sized 244 x 244 x 3. The
training and validation images are inputted into
a classification model, utilizing MobileNetV2
which was pre-trained with the ImageNet dataset
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as the backbone model. The output shape of
MobileNetV2 is (7 x 7 x 1280). Following Mo-
bileNetV2, a GAP layer, which is applied to
convert the output shape of MobileNetV2 into (1
x 1 x 1280) and a channel-wise attention block
are integrated. Another GAP layer processes the
input to match the shape of the channel-wise
attention output and then combines them. Model
performance is assessed using predicted and test
images, with metrics such as accuracy, precision,
recall, and F1-score being utilized for evaluation.

Fig. 7: Proposed system flow for cataract
classification

IV. EXPERIMENTS

A. Dataset

The ODIR-2019 dataset (ODIR-5K) is used in
the experiments. The dataset is assembled from
5,000 patients of different ages and color fundus
photographs from both left and right eyes. Also,
doctor’s diagnostic keywords are attached to this
dataset. The diversity labels include normal (N),
glaucoma(G), cataract (C), AMD (A), hyperten-
sion (H), myopia (M), and other abnormalities
(O). In this research, cataract (C) and normal
(N) data are used as datasets to train and test the
proposed model. The dataset can be easily found
at ODIR-2019 Grand Challenge [24] or ODIR-5K
Kaggel dataset [25].

B. Evaluation metrics

To evaluate the performance of the classifi-
cation model, a confusion matrix was utilized.

In the confusion matrix, there are four metrics
including:

- True positive (TP): An instance for which
both predicted and actual values are positive.

- False positive (FP): An instance for which the
predicted value is positive but the actual value is
negative.

- False negative (FN): An instance for which
the predicted value is negative but the actual
value is positive.

- True negative (TN): An instance for which
both predicted and actual values are negative.

In classification task, Accuracy, Recall, Preci-
sion, and F1 Score are regular evaluation metrics
that are often used to assess the performance of
deep learning model as Formula (9), (10), (11)
and (12).

C. Experimental setup

The study used Python on TWCC Taiwan AI
Cloud with an NVIDIA Tesla V100 32GB GPU.
The parameters for the experimental setup are
detailed in Table 1.

Table 1: Experimental setup parameters

Furthermore, binary cross-entropy was used to
train the model as Formula (13).
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During model training, early stopping tech-
nique was employed to avoid overfitting.

V. RESULTS AND DISCUSSION

A. The performance of the proposal model

Figure 8 illustrates the fluctuations observed
in both train and validation accuracy throughout
each epoch. The training accuracy curve gradu-
ally increases from below 92% and reaches 100%
by epoch 23, then maintains on the chart. Con-
currently, the validation accuracy curve follows
a similar pattern, rising from near 92% until
achieving 98% at epoch 25, then stabilizing.

Fig. 8: Training accuracy curves of the proposal
model

Fig. 9: Training loss curves of the proposal
model

Figure 9 illustrates the loss during both train-
ing and validation for each epoch. The training
loss initiates close to 0.25 and gradually de-
creases until hitting 0.0016 by epoch 39. Simi-
larly, the validation loss goes down from 0.20 and
reaches 0.052 by epoch 31, then remains steady.

B. Comparison with other models

Figure 10 and Figure 11 illustrate the confu-
sion matrix of both the original MobileNetV2
and the proposed model. It is evident that there
is a higher count of true positives in Figure 11
compared to Figure 10. Conversely, the count of
false positives in Figure 11 is observed to be
lower than in Figure 11.

Fig. 10: Confusion matrix of original
MobileNetV2

Table 2 summarizes the performance com-
parison of various models, bringing together
metrics such as accuracy, precision, recall,
and F1-score for DCNN, pre-trained VGG16,
VGG19, MobileNetV2, and the proposed model.
The proposed model excels with an accu-
racy of 98.80%, significantly outperforming
DCNN (93.52%), VGG19 (94%), and pre-trained
VGG16 (96.10%). Most notably, it shows a
marked improvement over MobileNetV2, which
achieved 98.62% accuracy. This enhancement
underscores the effectiveness of the modifica-
tions, such as incorporating skip connections
and channel-wise attention. These enhancements
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Fig. 11: Confusion matrix of the proposal model

Table 2: Performance comparison
of different models

address the degradation problem often seen in
deep networks and enable the model to focus
more effectively on the most informative fea-
tures. Consequently, the proposed model not only
achieves higher precision (0.9774 vs. 0.9733) but
also boasts a slightly better F1-score (0.9865
vs. 0.9844), while maintaining the same recall
(0.9958) as MobileNetV2. Additionally, the use
of data augmentation and unsharp masking fil-
ters in preprocessing significantly enhanced the
quality and diversity of the training data. Over-
all, these specific improvements enable the pro-
posed model to outperform both the baseline
MobileNetV2 and general purpose architectures
like VGG16 and VGG19, demonstrating its po-
tential effectiveness and reliability for cataract
classification.

VI. CONCLUSION

In conclusion, the study has successfully devel-
oped and validated a novel deep-learning model
based on MobileNetV2, which has demonstrated
exceptional performance in classifying cataract-
affected and normal eyes. By integrating ad-
vanced techniques such as skip connections and
channel-wise attention, along with rigorous data
augmentation and image preprocessing methods,
the proposed model achieved an impressive ac-
curacy of 98.80% on the ODIR-2019 dataset.
This performance surpasses several existing mod-
els, highlighting the potential of the proposed
approach in enhancing cataract detection capa-
bilities, which could significantly aid in early
diagnosis and potentially reduce the global bur-
den of cataract-induced vision impairment. In the
future, the study could be extended to classify
a wider range of eye diseases using the model,
which would enhance its usefulness in clinical
settings. This improvement would allow for more
detailed diagnostic evaluations and help in the
better management of different eye conditions.
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