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RICE YIELD PREDICTION USING MACHINE LEARNING
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Abstract – This paper proposes a novel ap-
proach for predicting rice yield using rice field
images. This approach utilizes the ability of Vi-
sion Transformer (ViT) architecture to extract
meaningful features from field images for rice
yield prediction. The model was first trained
with a classification task. The standard Vision
Transformer model is modified by replacing the
classification layer with a custom regression
layer designed to predict rice yield. This modified
Vision Transformer model is then trained on field
images with corresponding yield data. Various
regression models, such as random forests (RF),
support vector regressors (SVR), and multi-layer
perceptrons (MLP), were employed to find the
best regression model for rice yield prediction.
Over 11,000 digital images were collected during
the ripening stage of rice plants in An Giang
Province and Tra Vinh Province (Vietnam), with
the rough grain yield recorded after harvest in
these areas ranging from 5 to 12 t ha-1. The
experimental results indicate that Vision Trans-
former – Random forests model achieved the
lowest mean absolute error is 75.96.

Keywords: multi-layer perceptron (MLP),
random forests (RF), rice yield prediction, sup-
port vector machines (SVM), Vision Trans-
former (ViT).

I. INTRODUCTION

Rice is very important to many countries
around the world, especially countries in Asia.
It is the main source of food for more than half
of the world’s population [1]. Rice is essential for
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food security, addressing the increasing food de-
mand due to population growth, and maintaining
social stability [2]. Accurate predictions of rice
yields will help optimize agricultural planning,
improve food security, and support decision-
making for farmers and agricultural managers.

Researchers extracted features from images to
estimate rice yield based on machine learning
models [3–6]. The spectral reflectance charac-
teristics, vegetation indices (VIs), canopy height,
canopy cover, normalized difference vegetation
index (NDVI), leaf area index (LAI), color index
(CI), and near-infrared data are collected from
multispectral and hyperspectral images of satel-
lite remote sensing. These features are utilized to
predict rice yield employing conventional models
such as linear regression (LR), support vector
machine (SVM), random forest (RF), decision
tree (DT), and K-nearest neighbor (KNN) [3–5].
In addition, advanced machine learning models
such as long short-term memory (LSTM), bidi-
rectional LSTM (Bi-LSTM), Gaussian process
regression (GPR), fuzzy inference system (FIS),
FIS adaptive neural system (ANFIS), M5 model
tree (M5 Tree), support vector regression (SVR),
RF, and powerful ensemble techniques based on
Bayesian model averaging (BMA) are also used
to predict rice yield as a new improvement in
Sarkar’s study [6]. However, feature extraction
methods from multispectral and hyperspectral
images using satellite remote sensing technology
still have many limitations. These include poor-
quality images due to distance, cloud cover, and
weather factors during collection. Features are
extracted manually and depend on the decisions
of experts in the field. Thus, the process of col-
lecting and processing data requires significant
effort and money.

Scientists have increasingly adopted deep
learning neural networks to autonomously learn
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features from input data without depending on
experts [7–12]. Hybrid models combining convo-
lutional neural networks (CNN) with LR, RF, and
DT have been used to predict rice yield based on
rice panicle images [7]. Crop yield is related to
the number of panicles per square meter, grains
per panicle, and grain size [8–11]. Therefore,
counting panicles is also an appropriate method
for predicting rice yield. Models such as You
Only Look Once (YOLO) and Faster Region-
based Convolutional Neural Network (Faster R-
CNN) have been explored for detecting and
counting rice panicles [12]. However, these meth-
ods are only suitable for small-scale sampling
areas due to the time-consuming process of iso-
lating grains and the heterogeneous crop density
across different regions. CNN models using Red-
Green-Blue (RGB) images also show promise
in rice yield prediction [13–15] and need many
further improvements.

The study proposes two new approaches to
improve the performance of the rice yield pre-
diction model. Firstly, the dataset of rice field
images is collected from diverse devices such as
unmanned aerial vehicles (UAVs), digital cam-
eras, and smartphone cameras in Tra Vinh and
An Giang Provinces. Secondly, ViT’s powerful
ability is leveraged to extract useful image fea-
tures and then use conventional models such as
RF, SVR, or multi-layer perceptrons (MLP) to
improve prediction model accuracy.

The remainder of this paper is organized as fol-
lows. Section 2 presents the experimental meth-
ods. Section 3 shows the experimental results
before conclusions and future works presented in
Section 4.

II. PREDICTING RICE YIELD WITH
VISION TRANSFORMER AND

REGRESSORS

This investigation aims to propose a machine
learning flow to accurately predict rice yield from
images (as shown in Figure 1). The main idea
consists of two tasks: 1) training a Vision Trans-
former (ViT) model on field images to predict
rice yield; 2) using the ViT model [16] to extract

visual features from field images, followed by
training machine learning models such as RF
[17], SVM [18], or MLP [19] on the extracted
features to predict rice yield.

A. Training vision transformer

The ViT is a type of neural network archi-
tecture designed specifically for computer vision
tasks [16]. It adapts the transformer model, which
has been highly successful in natural language
processing (NLP), to the domain of image analy-
sis. The ViT architecture includes main blocks
such as image tokenization, linear projection,
position embedding, transformer encoder, clas-
sification token, and output layer. The ViT has
advantages: global context understanding, scala-
bility, reduced inductive bias (do not impose a
local connectivity pattern – convolutions), and
typically transfer learning.

Pre-trained ViT can be fine-tuned on smaller
datasets, leveraging the knowledge acquired from
large-scale pre-training on ImageNet [20]. This is
exactly the case for rice yield prediction in this
research. The study proposes to replace the MLP
head (unfilled block in Figure 1) with new layers
for the regression problem of predicting rice yield
from field images as (*).

Dense(1024,activation = ”relu”) =>
Dropout(0.33) => Dense(1) (∗)

Then, the new ViT trains the regression model
from field images to predict rice yield.

B. Training regressors

The ViT model learned from field images for
extracting visual features was utilized. Thus the
research proposes to train regression models with
learning algorithms of RF, SVM, or MLP, to
predict rice yield.

An RF regressor learns an ensemble of max-
imum depth decision trees from bootstrap sam-
ples, for each node in the tree, the best splitting
is chosen from a random subset of features. The
final prediction of the RF regressor is obtained
by averaging the predictions from all individual
trees.
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SVR tries to find an optimal hyperplane in
a high-dimensional space that best represents
the relationship between the input variables and
the target variable. SVR aims to minimize the
error between the actual and predicted values
while maintaining a margin of tolerance. SVR
is effective in handling non-linear relationships
through the use of kernel functions.

An MLP consists of multiple layers of nodes
(neurons), including an input layer, one or more
hidden layers, and an output layer. Each neuron
in the network is connected to neurons in the
adjacent layers, and each connection has an asso-
ciated weight. During training, the network learns
to adjust these weights to minimize the difference
between the predicted and actual target values.
The study proposes an MLP architecture with a
hidden layer for predicting rice yield from field
images as (**).

Dense(1024,activation = ”relu”) =>
Dropout(0.33) => Dense(1) (∗∗)

Fig. 1: Vision Transformer (ViT) and regressors
for predicting rice yield

III. EXPERIMENTAL RESULTS

The assessment of the proposed ViT and re-
gressors for predicting rice yield is of interest to
us. Consequently, there is a need to evaluate its
performance concerning prediction results.

A. Software programs

The research implemented ViT, Vision Trans-
former – Support vector regression (ViT-SVR),

Vision Transformer – Multi-layer perceptrons
ViT-MLP, and Vision Transformer – Random
forests (ViT-RF) in Python using libraries Scikit-
learn [21], and Tensorflow [22].

All experiments used a machine Linux Fedora
32, Intel(R) Core i7-4790 CPU, 3.6 GHz, 4
cores and 32 GB main memory, and the Nvidia
Gigabyte GeForce RTX 2080Ti 11GB GDDR6,
4352 CUDA cores.

B. Dataset

Rice canopy images were collected from 47
plots in An Giang and Tra Vinh Provinces.
The dataset of rice field images includes 11,736
images collected from various devices such as
UAVs, digital cameras, and smartphone cameras
during the ripening stage. The images are diverse
and captured from varying angles, distances, and
resolutions. The number of images from each
device type is irregular. Additionally, the corre-
sponding approximate grain yield was recorded,
which ranged from 5 to 12 t ha−1 as shown in
Table 1.

To train and validate the model, the dataset is
randomly divided into a training set with 8,000
images and a testing set with 3,736 images.

C. Tuning parameters

The ViT regression model is trained with the
parameter setting: batch_size = 4, epochs = 15,
optimizers. Adam (learning_rate = 0.001).

The SVR algorithm learns the regression
model using a radial basis function (RBF) with
gamma = 0.0001, epsilon = 0.1, and C =
1000000.

The MLP algorithm learns the regression
model with max_iter = 100, batch_size = "auto",
learning_rate = "constant", learning_rate_init =
0.001, power_t = 0.5.

The RF algorithm trains 50 trees with
n_estimators = 50, criterion = mae",
min_samples_split = 5, min_samples_lea f
= 5, max_ f eatures = 20.
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Table 1: Some pictures of rice fields along with actual yields

D. Prediction results

To evaluate the prediction, the mean absolute
error (MAE) common measure is used to evaluate
the error of a predictive model. It represents the
average absolute difference between the predicted
values and the actual values. The lower the MAE
is, the more accurate the model’s predictions are.

The formula for calculating MAE is given by
Equation (1).

where:
n is the number of predictions,
yi is the actual value,
yi is the predicted value.

Table 2: Prediction results
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From the results in Table 2, it is clear that the
use of ViT with machine learning algorithms im-
proves prediction accuracy. The standalone ViT
model has an MAE of 84.18. The ViT-SVR de-
creases the MAE to 79.31. The ViT-MLP further
reduces the MAE to 77.80. The best performance
is achieved with ViT-RF, which attains the lowest
MAE of 75.96. These results demonstrate that
the ViT-RF model provides the most accurate
yield predictions among the evaluated methods
as shown in Figure 2.

Fig. 2: Prediction results (MAE)

IV. CONCLUSION AND FUTURE WORKS

This paper proposed a novel approach for
predicting rice yield using field images. The
method leverages the ViT model’s powerful fea-
ture extraction capabilities and combines them
with traditional machine learning models to en-
hance prediction accuracy. First, a ViT model
for regression task is trained by replacing the
classification MLP head with regression MLP
layers. The trained ViT model is then used to
extract features from the field images. These
features are subsequently used to predict rice
yield based on machine learning models such as
RF, SVR, and MLP.

The study employed devices such as UAVs,
digital cameras, and smartphones to collect high-
resolution images. The dataset includes over
11,000 images captured during the ripening stage
in the An Giang and Tra Vinh Provinces. While
previous studies primarily used images obtained

from satellite remote sensing or UAV technology
integrated with spectral sensors, this approach in-
corporates these diverse imaging sources. Rough
grain yields recorded after harvest in these areas
range from 5 to 12 t ha−1. Experimental results
demonstrate that the ViT-RF model achieves the
lowest MAE of 75.96 kg per 1000 m2.

In the near future, the research team will
develop an incremental learning algorithm to
further enhance the model’s performance across
different stages of rice growth. This approach will
allow the model to continuously learn and adapt
from new data, accommodating changes and vari-
ations in the rice fields throughout the growing
season. This incremental learning process will
enable the model to update its knowledge without
retraining from scratch, improving efficiency and
maintaining high prediction accuracy over time.
The research demonstrates the feasibility of the
ViT model in agriculture.
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