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A NOVEL SYSTEM FOR PREDICTING THE DAMAGE
OF RICE DISEASES IN AN GIANG PROVINCE, VIETNAM
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Abstract — Many researchers have recently
considered information technology applications
to support smart agriculture. Numerous solutions
and information technology systems have been
implemented to benefit farmers, such as an e-
commerce website for exchanging agricultural
products, an agricultural information system, a
livestock information management system, and
an agricultural environment monitoring system.
This paper presents a novel system that combines
artificial back-propagation neural networks with
genetic algorithms for predicting the damage of
rice diseases in An Giang Province. The system
predicts rice disease damage in the coming weeks
in 11 districts in An Giang based on input param-
eters such as climate conditions and previous rice
disease damage. The approach was evaluated
on a dataset collected by the An Giang Plant
Protection Department over 22 years. The rice
diseases forecasting system produced promising
results and received positive feedback from fore-
cast department specialists, with an RMSE of
19.31 on the test dataset (ha).

Keywords: artificial neural network, genetic
algorithms, rice diseases.

I. INTRODUCTION

An Giang is a province in the Mekong Delta
where the economy is still heavily dependent
on agricultural production. The two main spear-
heads of this agricultural production are aqua-
culture and rice cultivation. Rice cultivation has
now achieved remarkable productivity gains, pro-
pelling the province’s annual rice output to the
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top of the country (the total annual rice culti-
vation area is about 640,000 ha with an output
of about 3.8 million tons). Despite the substantial
production yield, farmers do not generate signifi-
cant profits since production expenses are too ex-
pensive. One of the stages in each season that has
cost farmers a lot of effort and production costs
is disease prevention for rice fields. The number
of crops has been expanded in the expanding
trend of agricultural production, to increase the
number of crops and income, and the land has
been fully utilized. Furthermore, environmental
pollution and climate change have eased the ad-
vanced circumstances for some viruses to spread
on a large scale. As a result, the prevalence of
rice disease is increasing. Therefore, developing
an early warning system for rice diseases is
critical and essential. Artificial neural networks
(ANNs) [1] have always been the focus of many
researchers whose concerns relate to the oper-
ating mechanisms of artificial neurons and bio-
logical neural networks. In recent years, ANNs
have become popular and successfully applied in
various fields, such as finance, health, geology,
physics, and agriculture. ANN models will be
applicable and produce results that are trustwor-
thy wherever there are issues with forecasting,
classifying, and controlling. Besides, in the plant
protection field, geographic information systems
(GIS) and remote sensing (RS) are widely applied
to agricultural forecasting [2-5]. In Vietnam,
many provinces and cities have applied GIS to
forecast agricultural pests, such as Dong Thap
(2010), Quang Ninh (2011), Bac Ninh (2014),
and An Giang (2014). The software, which is
used by agriculture for forecasting in An Gi-
ang, is provided by Technical Science Service
Consultant Joint Stock Company (Scitec Com-
pany). This software incorporates multiple statis-
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tical algorithms, serving as a supportive tool for
forecasting purposes. Prediction methods that are
used in this kind of software are based mainly on
traditional statistical models, which must know
beforehand the mathematical models. Therefore,
the forecast is made based on the linear regres-
sion model. However, the majority of forecasting
issues are complex and nonlinear. The use of a
linear form in mapping can reduce the accuracy
of forecast models [6—8]. To overcome this major
drawback, many researchers often perform some
transformations on the independent and depen-
dent variables before building ANN models. This
process is called data linearization. The difficulty
in developing a linear regression model consists
of determining linear mapping coefficients and
data linearization. However, this difficulty can
be solved by building a direct nonlinear model
on the dataset, and the artificial neural network
learning approach is a solution. Therefore, this
research proposes an appropriate model of an
artificial neural network for forecasting the sit-
uation of rice diseases in An Giang Province.
The overall process of the proposed approach is
shown in Figure 1. The research findings make
several contributions: (i) The creation of a new
dataset of rice diseases in An Giang Province for
22 years with 330 samples; (ii) The development
of An efficient ANN model to forecast the rice
disease level of An Giang Province; and (iii) The
creation of a GIS map for visualizing the situation
of rice diseases.

II. MATERIALS AND METHODS

A. Artificial neural network

An artificial neural network is a computer
program that simulates the information process-
ing of a biological neural network. It is made
from different elements (called artificial neurons
or processing elements) connected through links
(each link has a weight value called a link weight)
that work as a unity to solve a specific issue. In
practice, many ANNs are good tools for modeling
nonlinear statistical data and are used to model
complex relationships between input and output
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data. An ANN is configured for a specific ap-
plication (pattern recognition, data classification,
etc.) through a learning process from a set of
training samples. Learning is, in substance, the
process of calibrating the link weights between
neurons. There are three common machine learn-
ing methods: supervised learning, unsupervised
learning, and reinforcement learning. Supervised
learning is the most popular method, which is
typically the back-propagation algorithm.

B. Back-propagation algorithm

The back-propagation algorithm (BP) [9] is
often applied to multi-layer feed-forward neural
networks consisting of processing elements with
activated and continuous functions. Given the
training set consisting of p samples, the input-
output pairs are as follows:

0 gk k=12, ., (1)

The back-propagation algorithm provides pro-
cedures for altering the weight values in back-
propagation neural networks to properly classify
given input samples. The basis of this algorithm
is the reduced gradient method [10]. For a given
input-output pair, the back-propagation algorithm
performs two phases of the data stream. Firstly,
the input pattern x(k) is propagated from the
input layer to the output layer and it generates
the actual output signal as the forward output.
Next, the error, the difference between d(k) and
y(k), will be backpropagated from the output
layer to the input layers to help them adjust their
weight values. For example, consider a three-
layer network as shown in Figure 2, with n nodes
in the input layer, n nodes in the hidden layer, and
m nodes in the output layer. Solid lines indicate
the forward spread of the signals; the dashed lines
indicate the backward propagation of the errors.

D
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Fig. 1: An artificial neural network model for predicting rice disease degrees

Consider a pair of training data points (X, d).
With the given input pattern x, the node q in the
hidden layer receives the network’s input:

m r
net, = Z Vg% (2)
=1
And generates the output:
e
Z, = a[netﬂ_) =a Z veix; | (3)

=1

The network’s input for the i’ node of the
output layer is as follows:

| N
1 [

!
net; = E WigZg = E Wi a E wox; | (4)
g=1 g=1

i=1
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And generates the output:

v; = alnet;) = a Z Wi Z,
) (5)

The above equations determine the forward
spread of input signals through the layers.
The cost function is defined by Equation (6).

£ =23 - 30" = 1Y - atner

- ©
= EZ'[({ —a [Z wl-qzﬂ_)]

By the reduced gradient method, the weights
are updated as follows:

oE
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Fig. 2: A back-propagation neural network with three layers

Thus,
_ [ ] dv; } dnet;
- dy:l ldnet; ]| dwy, (8)

= nld; — y]ld'(net)][z,] = 18,2,

Here, 0y, is the error signal of the qth node in
the hidden layer and is defined as:

P 8 [oE || 2z,
fa = Bm?tq_ dz, | [Onet,

n
= a’(:netq) Z 8, Wig
=1

(9)

The net; is the i’” node’s input in the output
layer.

And a’(net;) = Sa(net;)/Snet,

The weights on input connections and hidden
classes are updated as follows:

Ap. = ag | 6‘netq
Yar = Bv dnet || dvg

d
- Bm?t v,
Thus,

Vg = ?]Z [(d, —yl-]a"(nerljw,q] a'(net,)x; (11)

6zq

Deducing that

Avg; =n Z[ﬁmwl-q] a'(net, )x;

Here, 31q is the error signal of the q;; node in
the hidden layer and is defined as:

9 [9E]| 9z,
la Bnetq_ 0z, || Onet,

= a'(net,) Z BpiWig
=1

=]
1l

(13)

The net, is the g, node’s hidden input.

In the case of general networks with arbitrary
classes, back-propagation has the form as:

szj = nﬁixj = nﬁourpur—[x:nput—j (14')

Here, the ‘output-i’ and the ‘input-j’ determine
two connections from the j;;, node to the j;; node;
X; is the appropriate input, an active point from
a hidden node or from external input, &; is the
learning signal.

When the activated function is a sigmoid func-
tion, we have:

1 o
6&1 = E(E - yi‘) [dl - j"z] (15)
And
1 -
Buq = 5(1- z,;)zfsn-,w,-q (16)
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C. Genetic algorithm

The genetic algorithm (GA) [11] is a technique
of computer science that is capable of solving
problems by imitating human or animal evolution
under specified conditions of the environment.
The means to solve this problem is a computer
program consisting of several steps, from se-
lecting a representative solution to a problem
to choosing adaptive functions as well as trans-
formational methods to create more appropriate
solutions [12]. Therefore, GA does not focus
on the unique and accurate solution as in the
classical approach, but it considers all possible
solutions and chooses the best or optimal one.
The flowchart of a genetic algorithm can be
generally described as shown in Figure 3.

D. Artificial neural network model for predicting
rice diseases

Based on national technical regulations on
methods of detecting plant pests [13, 14] and
agricultural professionals’ experience [15], the
prediction of rice diseases can be based on the
following factors, including climate, area of rice
tea stages, and the situation of rice diseases in the
last week. In particular, the environmental and
climatic factors include the average temperature
(°C), the highest temperature (°C), the lowest
temperature (°C), the lowest humidity (%), the
amount of evaporation (mm), the amount of rain
(mm), and the total hours of sunshine (h). The
growth stages of rice include plating, tillering,
flowering, and bud (ha).

E. Data mining techniques

The back-propagation neural network paired
with genetic algorithms is the data mining ap-
proach used in this article to address the disease
problem affecting rice. This combination model
is generally depicted in Figure 1. ANN is a
computational approach that involves the devel-
opment of learnable mathematical structures. One
of the most important advantages of ANN is
the ability to create highly accurate prediction
models that meet the requirements of data min-
ing for the prediction of time-dependent events.
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The methods used in back-propagation neural
networks are supervised learning methods. Its
operation is to analyze past data to generate a
prediction rule for data in the future. Samples
extracted by ANNs are expressed at the outputs
of the network. In back-propagation neural net-
works, each node is associated with a threshold,
so the patterns (or rules) of a concept are the
combinations of weights that are greater than the
threshold.

F. Back-propagation neural network with delay
and shift window

Typically, real-time data are used as both the
output data and the input sample data for predic-
tion problems. Real-time inference refers to data
from both the present and the past. The ‘before-
after’ relationship is the centerpiece of learning
from real-time data. The most challenging aspect
of learning these patterns is how to identify, de-
fine, and maintain those relationships. To address
this issue, a back-propagation neural network is
transformed into a time-delay neural network and
implements a shift window concept, as illustrated
in Figure 4.

If the input data has x bits and is delayed with
m shift windows, there will be m*x input units
to encode the input sample. When new data is
inserted, it will be placed at the input node at a
certain end of the network. The older data will be
shifted by one unit on the network’s entry nodes,
the same as the shift register. Based on the data,
how many times the lookback windows will shift
by a corresponding amount is predicted. Corre-
spondingly, the larger the prediction need, the
larger the look-ahead windows. An example of
a network’s ‘input-output’ relation that performs
prediction with real-time data can be formulated
in the Equation (17).

Yip = fﬂﬂ(X(r—lillX(r—ZJI ---JX(r-m?:' (17)

Where m is the input shift window and the
number of the network’s nodes, the output shift
window is equal to 1 and the network’s output
nodes. The relationship shows that the network
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Fig. 4: Back-propagation neural network on real-time data with a shift window

will predict Y at the next time t, with the present
time being t-1, knowing that its values and its
dependent values are in the past and present time.

G. Applied genetic algorithms in finding the op-
timal set of weights for back-propagation neural
networks

By using a local search method to minimize er-
rors, back-propagation neural networks encounter
the following difficulties: (i) it is not possible
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to find the optimal set of weights for a given
network’s structure, but only an acceptable set of
weights; and (ii) the network may not converge
or converge very slowly. These difficulties will
affect data mining speed as well as the data
mining results will not be as expected.

Genetic algorithms can quickly identify areas
of extreme interest, yet finding extreme values in
those areas is extremely difficult [16, 17]. This is
an optimization algorithm. Thus, this paper uses
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genetic algorithms to support the optimization
process of the weights set on neural networks.
First, the hybridization process begins by initial-
izing the first population of chromosomes (it is
the network’s weights encoding set) as the input
for genetic algorithms. Then, genetic algorithms
will produce a new generation. This generation is
decoded and sent back to the neural network to
evaluate the adaptability of everyone. This is the
weight set. Before continuing evolution based on
assessed adaptability, the system will retain some
of the most adaptable individuals of the present
generation. The process will be repeated until
the system finds an optimal weight set. After the
neural network is optimized, it will use a back-
propagation algorithm to find local extremes in
this optimized space. Finally, the network will be
used to exploit the data and extract the prediction
patterns.

III. RESULTS AND DISCUSSION

The rice disease prediction model using back-
propagation neural networks and genetic algo-
rithms was coded in the C++ programming lan-
guage. All the experiments were conducted on
a computer with an Intel Core i5 CPU, 8GB of
RAM, and the Microsoft Windows 10 operating
system.

Training data: Our method was tested on a
dataset of rice diseases in the winter-spring crop,
provided by the An Giang Plant Protection De-
partment. Winter-spring crops are usually from
January to the end of March, so this depart-
ment usually collects data from districts for 15
weeks. In order to synchronize with the neural
network’s input data, we collected data on the
climatic environment for 15 weeks which was
provided by An Giang National Centre for Hydro-
Meteorological Forecasting. To ensure adequate
data for the training set and to enhance the
reliability of the forecasting model, the research
used collected for 22 years (from 1999 to 2021).
A total of 330 samples were collected in the
winter-spring crop by multiplying 15 weeks by
the 22 years of data. Out of these samples,
300 were utilized for model training, while the
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remaining 30 were reserved for model testing.
The 16 inputs of the network included data
relating to average temperature (°C), highest tem-
perature (°C), lowest temperature (°C), lowest
humidity (%), evaporation (mm), rainfall (mm),
total sunshine hours (hours), area of rice tea at
the seedling stage, tillering, bud, flowering, and
situation of 5 types of diseases sick in the last
week. The five outputs of the network included
infected area in the next week (in hectares) of
stem borer, leaf roller, brown planthopper, leaf
spot disease, and leaf yellowing disease. Due
to challenges in data collection, our dataset was
limited. To address this limitation, we employed
the bootstrap method during training. Bootstrap
sampling, a widely used resampling technique
in statistics, involves repeatedly drawing samples
with replacements from the available data to
estimate the sampling distribution of a statistic.
In this research, we utilized bootstrap sampling to
enhance the robustness and generalization capa-
bilities of our model. The fundamental concept of
bootstrap sampling lies in mitigating overfitting
by exposing the model to diverse subsets of the
data in each iteration. Additionally, it offers a
means to gauge the variability in the model’s
performance.

Creating the network training file: After
putting all of the necessary data into the storage
files, a network training file is created from this
data. A sample training file is shown in Figure
5.

Forecasting accuracy measurement: Predic-
tions are always subject to error because the
situation with tourism is complicated and depen-
dent on many factors. Forecasting error will be
a measure of how close the predicted value is
to the actual value. This error is the difference
between the actual value (d;) and the predicted
value (y;) and is calculated as follows:

-1 =|d:_yt| (18)

A forecasting model is considered good if the
forecasting error on testing data is quite small.
If the model was built properly, the fluctuations
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47055 51556 2601.0 32270
4706 51586 34130 15640
2970 51886 25320 26010

51886 24320 34130

. 5: An example file that stores network
training data

of the prediction error would not go in any
direction. The fluctuations in prediction errors
are frequently caused by unforeseeable external
phenomena. This means that the random oscil-
lations of e; in each period are purely random
oscillations around the predicted value y;, so the
total prediction error will be zero. At present,
the two most popular methods of calculating
forecasting errors are absolute prediction error
and relative prediction error. The calculation of
forecasting errors is quite good in cases where the
problem is complex, and the forecasting model
has a large error. Therefore, to measure the
prediction accuracy of the rice disease prediction
model, we use the relative error, namely the Root
Mean Square Error (RMSE).

Ik, e¢f

RMSE = =

2 (19)

where e; is the prediction error in t stage, n is
the number of forecasting observations.

Neural network training: To build the fore-
casting system, 11 neural networks were trained
for 11 districts in An Giang, respectively. The
training of these networks is the same. Therefore,
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this paper only presents the training process of a
neural network model of Long Xuyen City, in the
winter-spring crop, with the stem borer. The data
sample set is taken from 1994 to 2015, so we
have 330 samples, of which 30 samples are used
to test the network. This process is divided into
two main steps as follows:

Step 1: Find global optimization weights: This
step is referred to as the ‘warm-up’ phase, where
the network will be trained by genetic algorithms
using randomly generated weights and configured
as in Table 1.

Table 1: Configuring neural networks when
training by genetic algorithm

Parameters Value
Population size 40
Chromosome length 8
Generation number 500
pick fittest TRUE
Hybrid probability 0.6
Mutation probability 1.0 / population_size
Fault tolerance 0.01
Learning type Genetic aloorithm

Table 2: Configuring neural networks with
back-propagation algorithm

Parameters Value
. Back-propagation
Learning type algorithm
Lowest error 0.001
Alpha 0.9
Leanng speed 1.0
Iterations number 50,000
Sigmoid OQutput Laver No

After 500 generations of network training us-
ing genetic algorithms, the RMSE error on the
testing data set was 609.409, as shown in Table 3.
As shown in Figure 6, the ANN output (blue line)
is already relatively close to the actual line of the
training data (red line). This proves that at the
‘warm-up’ stage, the ANN model has learned and
generalized the data. In the test region (yellow),
the network output curve has a relative value
that matches the test data, which means that
the network model can predict future data, that
has not been learned before. However, the error
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RMSE is still too large because, in this phase,
the network is looking for a global optimization
weights space. To reach the local extremity in
weight space, we continue to Step 2 for training
with a time-delay back-propagation network and
shift window.

Ha

7500 |
6750 --
6000 --- ; -
5250 +4-4-)-- A
4500 -4-44-9--
3750 -4.
3000 -
2250
1500 -4§- A
750 .4-%-B- E AH---4-83-2-033 38 i . B« o ofle

| | == network
actual
| output

| testing region

RMSE:
609.409

750 ¢

0 66 264 330 Samples

132 198

Fig. 6: Graph of comparison between network
output and actual output using GA

Step 2: To locate the local extremes in the
global optimization weights space, after completing
Step 1, a global optimization weight space was
employed. However, the network model has not
yet really reached its extreme value. Therefore, this
step continues to train the network with the existing
weights set, but this time the learning model is
the back-propagation algorithm. In this step, the
training process is carried out in the following
manner to reduce the network’s training time: (i)
the network is first trained with an error threshold
of 0.75 or 0.5; (ii) then, to reach the 0.001 error
threshold, the network is trained with the network
error parameter reduced to 0.005, 0.0025, and
finally 0.001. The specific configuration for the
training in Step 2 is shown in Table 3.

After 50,000 generations of training time-delay
back-propagation neural networks with a shift
window, we have the following results:
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Table 3: Configuring neural networks when
training by genetic algorithm

Area infected with pests
No (in hectares) Error
) Actual Network (e=d¢¥y)
output (dy) output (¥;)
1 -91.2588 2074850 | 2987438
2 455.3049 524 2260 689211
3 533.9167 1128.0900 [ 5941732
4 1026.5219 1849.7700 [ 823.2482
5 2239.1890 24200000 [ 180.8110
6 29098696 33184299 | 408.5603
7 3046.4023 2906.6399 [ -139.7623
8 3598.2600 3098.5400 [ -499.7200
9 3820.0103 35343301 | -285.6802
10 3794 6565 3176.2100 [ -618. 4465
11 5317.1084 47299199 [ -587.1883
12 2352.9365 2464.6399 [ 111.7034
13 3618.9238 3037.8601 [ -581.0637
14 2524 4556 2261.7200 [ -262.7356
13 1540.5690 1133.6000 [ -406.9690
16 -308.0587 608.1020 | 916.1606
17 1356.8221 9684780 | -388.3441
18 2057.8721 20743501 164780
19 2784 4365 2843 4099 58.9734
20 3251.2764 3202.3101 -48.9663
21 3503.1768 3059.3000 [ -443.8767
22 4007.9775 3454.7500 [ -553.2273
23 4307.4590 3352.4500 [ -955.0090
24 46311777 4259.7598 [ -371.4180
25 4367.7407 41797798 | -187.9609
26 5509.8184 4524 8198 | -984.9983
27 3587.9702 3176.6699 | -411.3003
28 1366.9540 927.3100 | -439.6440
29 850.1884 5589320 | -300.2563
30 932.7178 3809310 | -551.7869

- With the training data set (300 samples): As
shown in Figure 7, the network’s output (blue
color) almost coincides with the actual output
(red color). This shows that the network has
modeled the entire set of rice disease situations.

- With the testing data set (30 samples), we
can see that the network was able to predict
unlearned data, the neural network’s output line is
nearly closest to the actual output line, the RMSE
prediction error on the testing data set is 10.649
(Table 4).
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Table 3: Configuring neural networks when
training by genetic algorithm (cont.)
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This shows that the network has generalized
quite well to the data that was not learned during
the training.

Area infected with pests Table 4: The results of trained neural networks
No (in hectares) Error on a testing data set using BP
. Actual Network (e=dvy) - -
output (do) outpat (y;) Area lr}fected with pests
309 66530684 | 70181899 | 3651216 No. (in hectares) Error
310 76484180 | 6307.2798 | -1341.1382 Actual Network (e=dry)
311 4533.7095 | 3865.1399 | -668.5696 output (dt) | output ()
312 1690.7820 | 1538.7200 | -152.0620 1 208.0557 207.4850 -0.5707
313 1072.6321 6262660 | -4463661 2 524 8705 524 2260 -0.6445
314 -200.0077 520.1650 7201727 3 1134 4835 1128.0900 -6.3936
315 _508.2415 2420690 | 7512104 4 1864.0269 1849.7700 -14.2568
316 3615.5625 3525.5801 899824 5 2434.9619 2420.0000 _14.9619
317 55413818 | 3642.0698 100.6880 6 3322.1338 3318.4299 -3.7039
318 4415 6631 42467100 | -1689531 7 2912 4121 29066399 -5.7722
319 49515244 | 42760601 | 6754644 8 3101.3596 30985400 28196
320 5700.4868 4616.2798 | -1084.2070 9 3534.7561 35343301 -0.4260
321 6118.1045 48382500 | -1279.8545 10 3178 9893 3176.2100 _2.7793
332 6385 0801 54468599 | 9382202 1 17748398 1729 9199 50801
3 T Terossso] eossssor | sz 0% 12 [ 246695511 24646399 [ -23152
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Fig. 7: A comparison between the neural
network output and actual output on the training
dataset using back propagation algorithm (BP)
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The correctness of the network model is ver-

ified through Figure 8, where each circular dot
represents a sample in the testing pattern. These
samples are not randomly distributed around the
diagonal. They tend to be on the slant in some
areas and below in others. The deviation from
the diagonal of the samples is not too large,
indicating that the network is highly effective.
Figure 9 shows a GIS map that predicts the
situation of rice diseases in the coming week in
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Table 4: The results of trained neural networks 2| s@alf7 x|z
on a testing data set using BP (cont.) Fie Shan arTnnnsauBenn
Area infected with pests % 8000

No (in hectares) Error i %E::lf:"
o Actual Network (e=d-vy g e

output (df) | output (y) R
309 70134478 7018.1899 47422 g U
310 | 63248945 | 63072798 | -17.6147 =
311 38491008 3865.1399 16.0391 Tethyer: CHAUPHU &1
312 | 15369921  1538.7200 1.7279 prossnial
313 631.7750 6262660 -5.5090 BuLach: 4125
314 552.5786 520.1650 -32.4136 R
315 242 9010 242 9690 0.0680 Ready 4
316 3513.7822 35255801 11.7979
317 | 56682588 5642 0698 2261890 Fig. 9: GIS map predicting rice disease in
318 | 42428413 4246 7100 3.8687 An Giang Province in the coming week
319 4266.2949 4276.0601 97651
320 4604 6484 46162798 11.6313
321 4831.8579 4838 2500 6.3921
322 5450.6797 5446.8599 -3 8198
323 | 65203916 |  6538.1201 17.7285 IV. . CONCLUSION AND
324 | 6056.1436 |  6048.3501 -7.7935 RECOMMENDATIONS
325 2?5_'2'17%6 2745.7800 3.6064 The forecasting method has yielded certain
326 757 4758 761.2940 38182 .. . X
327 418.6403 2482700 0.3703 results, and it will provide many benefits to farmers
378 4001339 308 3600 17640 in the future, thanks to the enthusiastic support of
329 196.9795 206.2930 9.3135 An Giang Province’s Plant Protection Department

RMSE 10.649 and An Giang University’s Faculty of Agriculture

An Giang Province. It allows users to observe
directly on the GIS map the pest situation for
the next week in 11 districts in the Province and
the infected area (in hectares) of each pest in
each province. Each color on the pie chart will
represent the percentage of infected area of each
pest in each district.
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Fig. 8: Verify the correctness of the model
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and Natural Resources. The system has been tested
in the rice fields of 11 districts in An Giang
Province. Experimental results show that our
system is currently producing promising results.
Due to the increasing complexity of rice diseases,
this system needs more time to research and
improve. This paper has presented a combination of
an artificial neural network model and a genetic
algorithm to predict the rice disease situation in An
Giang Province. By applying this prediction model,
the prediction has achieved better advantages
compared to other traditional statistical methods.
Our next task is to perfect this system and research
other influential factors that can help model predict
rice yields, diagnose rice diseases, and propose
appropriate prevention and treatments.
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